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Abstract. This paper presents an approach to the problem of novelty
detection in the context of semantic room categorization. The ability
to assign semantic labels to areas in the environment is crucial for au-
tonomous agents aiming to perform complex human-like tasks and hu-
man interaction. However, in order to be robust and naturally learn the
semantics from the human user, the agent must be able to identify gaps
in its own knowledge. To this end, we propose a method based on graph-
ical models to identify novel input which does not match any of the
previously learnt semantic descriptions. The method employs a novelty
threshold defined in terms of conditional and unconditional probabilities.
The novelty threshold is then optimized using an unconditional proba-
bility density model trained from unlabelled data.

Keywords: Novelty detection, semantic data, probabilistic graphical
models, room classification, indoor environments, robotics, multi-modal
classification.

1 Introduction

There has been several efforts in the areas of artificial intelligence and robotics
in creating robots that are able to interact with humans and their environments.
One of the important aspects is to endow those robots with a deeper under-
standing of human environments, not just for the purpose of navigation and
obstacle avoidance, but also in terms of human semantics and functionality. An
important problem in creating reliable representations of space for robots that
are to be deployed in new and unknown realistic environments is to be able to
automatically identify gaps in robot’s knowledge and act in order to fill those
gaps.

This article addresses the problem of novelty detection within the context of
semantic mapping i.e. generating maps containing semantic information about
indoor environments, such as homes or offices. In that context, the ability to
detect that the observations result from a semantic concept unknown to the
robot, and cannot be explained by one of its models, is crucial for generating fully
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autonomous and reliable behavior. In order to be robust, the robot must identify
novel concepts and instead of making a costly error, refrain from the decision and
initiate learning. In particular, we address the problem of novelty detection for
room categorization i.e. detecting whether the area in the environment identified
as a separate room can be assigned to one of the semantic labels that the robot
knows (e.g. a kitchen or an office) or belongs to an unknown semantic category.

The novelty detection algorithm is implemented on a cognitive robot Dora
the Explorer, which already uses a developed architecture based on probabilistic
graphical models oriented towards dealing with and reasoning about uncertain
semantic information [1]. One of the major problems with using the probabilis-
tic models of the environments for novelty detection is selecting the optimal
threshold above which the test sample is considered novel. This problem be-
comes more difficult when, as in case of Dora, the representation grows as the
robot explores the environment. Methods are required to find the right thresh-
old given the current structure of the model which constantly changes. To this
end, this work studies methods for novelty threshold selection using probabilistic
graphical models.

The rest of this paper is structured as follows. First, we briefly review the
related work related to room categorization and novelty detection (Section 2).
Then, we give an outline of the architecture of the Dora system and the structure
of the conceptual map representing the semantic information (Section 3). Next,
we discuss the methods for novelty detection (Section 4) and present results of
our preliminary experiments (Section 5). This paper concludes with a summary
in Section 6.

2 Related Work

The problem of room categorization based on visual information was first ad-
dressed in the computer vision community. The research focused mainly on the
problem of classifying single images captured in indoor or outdoor environments
(scene classification) [2,3]. At the same time, robotics researchers initially em-
ployed the 2D laser range sensor being much more robust to variations occurring
in the environment and much easier to handle computationally in real time [4].

Multi-modal approaches, such as combining semantic data extracted from
several sources or classifiers are expected to have better performance on scene
recognition than single-cue approaches. Quattoni and Torralba [5] showed that
most scene recognition models work poorly in indoor scenes when compared to
outdoor scenes since the properties that characterize rooms changes depending
on the category. For instance corridors are well described by global properties
and bookstores are well described by the presence of specific objects (books).
Galindo et al. [6] also exploits this by defining a bidirectional relation between
object and room category, where object defines a room category and a room
category provides information on where objects may be found.

Probabilistic representations have been frequently used for spatial modelling
in robots operating in the real-world [7,8]. Boutell et al. [9] have studied outdoor
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scene classificationusing factor graphs and modelling spatial relations between ob-
jects in the scene to extract better knowledge from semantic (high-level) features.

Although our approach is presented in the context of mobile robotics it re-
lies on standard concepts and techniques such as semantic data and graphical
models. Those are often used in the area of information retrieval. An interesting
example is the usage of an hidden concept layer between visual features and text
information to provide automatic image annotation [10].

Novelty detection has been studied for many years and there are several ap-
proaches based on statistical analysis [11]. Graphical models have been used to
learn distributions of variables, both in supervised and unsupervised ways and
by using thresholds on those distributions based solely on the conditional prob-
ability, as seen on Bishop [12], a novelty system can be trivially implemented.

However to the knowledge of the authors there is no reference on how to
perform novelty detection using graphs that are dynamically generated.

3 Dora Architecture Overview

The Dora system [1] consists of several co-operating sub-systems, all of which
actively use or maintain the spatial knowledge representation (see Figure 1).
Only the conceptual layer of the representation is of interest to this article.
Its role is to aggregate the following semantic information coming from other
sub-systems:

Fig. 1. Interaction between the sub-systems of Dora with special focus on the concep-
tual layer
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Doorway detection is used to segment the continuous space into rooms and
map connectivity between them.

Room size and shape are obtained by classifying 2D laser scans from laser
range finder mounted on the robot and are used as properties of a room.
The system utilizes pre-trained set of classifiers to extract rooms sizes (either
large, medium or small) and shapes (rectangular or elongated).

Object detection is performed in images acquired by the robot through its
camera. The system keeps track of the number of objects of each type in
each room. Objects are detected by running a pre-trained set of detectors
for the following object types: book, cereal box, computer, robot, stapler,
toilet paper.

Room appearance is categorized from the visual input by using global visual
features and a pre-trained set of 7 different models.

As Dora moves through the environment its conceptual layer builds a structural
and probabilistic representation of space instantiated as a graphical model. It
includes taxonomy of human-compatible spatial concepts which are linked to the
sensed instances of these concepts drawn from lower layers. It is the conceptual
layer which contains the information that kitchens commonly contain cereal
boxes and have certain general appearance and allows the robot to infer that
the cornflakes box in front of the robot makes it more likely that the current
room is a kitchen. The conceptual layer is described in terms of a probabilistic
ontology defining spatial concepts and linking those concepts to instances of
spatial entities (see the example of the ontology in Figure 1).

3.1 Conceptual Map

Based on this design, a chain graph [13] model is proposed as a representation
for performing inferences on the knowledge represented in the conceptual layer.
Chain graphs are probabilistic graphical models that combine the properties of
both Bayesian Networks and Random Markov Fields. This results in an efficient
approach to probabilistic modeling and reasoning about conceptual knowledge.

An exemplary chain graph corresponding to the conceptual map ontology
is presented in Figure 2. Each discrete place identified in the environment is
represented by a set of random variables, one for each class of relation linked to
that place. These are each connected to a random variable over the categories
of rooms, representing the “is-a” relation between rooms and their categories.
Moreover, the room category variables are connected by undirected links to one
another according to the topological map. The remaining variables represent:
shape and appearance properties of space as observed from each place, and the
presence of objects. These are connected to observations of features extracted
directly from the sensory input. Finally, the distributions ps(·|·), pa(·|·), poi(·|·)
represent the common sense knowledge about shape, appearance, and object
co-occurrence, respectively. They allow for inference about other properties and
room categories e.g. that the room is likely to be a kitchen, because you are
likely to have observed cornflakes in it.
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Fig. 2. Example of a chain-graph produced by the conceptual layer

The use of graphical models to describe distributions of variables has useful
properties. First, they permit inference about uncertain conceptual knowledge.
At the same time, they are generative models and therefore allow to calculate
the probability on any given subset of variables of the graph, allowing the system
to work even when some information is missing.

3.2 Factor Graphs

Although the conceptual layer works with chain graphs, those can be converted
into factor graphs [14]. Factor graphs are used throughout this paper as they
provide an easier manipulation due to factorization. Moreover, there exist effi-
cient implementations of inference engines operating on factor graph representa-
tions [15]. Describing the distribution function in terms of graphs allows to use
those engines to efficiently calculate marginals over any given subset of variables
by exploiting conditional independence between variables.

A factor graph is a bipartite graph connecting two sets of nodes XG and
FG representing random variables and factors. Each factor is described by a
function φ dependent only on the variables xφ to which the factor is connected.
Thus, a factor graph can be seen as a description of probability density function
obtained by a product of all the factors. In order to represent the probability, a
normalization factor needs to be introduced, resulting in the following equation:

PG(x) =
1
Z

∏

φ∈FG

φ(xφ), Z =
∑

XG

∏

φ∈FG

φ(xφ) (1)
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4 Novelty Detection

The aim of novelty detection is to identify data samples originating from a distri-
bution different than one of those the system knows about [11]. It is harder than
classification as only positive samples of the class are available rendering normal
classification methods unusable. Adding novelty detection capabilities allows to
increase reliability of the system. Novelty signal can be used to inform the system
that it should proceed with caution as its knowledge does not correctly describe
the environment.

Due to the nature of the sensed data which are noisy and uncertain, nov-
elty ought to be treated in a probabilistic fashion. In such case, each sample is
associated with certain probability of being generated by a class not known to
the agent and a complementary probability P (novel|x) of being generated by
a known class. The true positive and false positive rate of a novelty detection
system which classifies the set N of samples as novel is given by:

P (true positive) =
∑

x∈N

P (novel|x)P (x) (2)

P (false positive) =
∑

x∈N

P (novel|x)P (x) (3)

It follows that by extending the set N with new samples, the true positive and
false positive rate can never be decreased, leading to the problem where in order
to increase detection, the system needs to increase its error. This describes the
base of the error and rejection tradeoff [16], which states that a system aiming at
increasing the true-positive probability will eventually increase its false-positive
error.

This way an optimal detector can be formulated by achieving the maximum
true-positive probability without its false-positive probability increasing beyond
a given limit. This is equivalent to the continuous knapsack problem which allows
for a greedy solution by sorting the items with a value per weight function. In
the case of a detection system, this can be defined as:

value(x) = P (novel|x) (4)
weight(x) = P (novel|x) (5)

cost(x) = value(x)/weight(x) (6)

=
P (novel|x)P (x)
P (novel|x)P (x)

(7)

Therefore, a novelty detection system before classifying a sample a as novel,
should (greedily) classify any sample b with a smaller cost as that would achieve
a higher true positive probability given a fixed false positive one.

P (novel|b)
P (novel|b) <

P (novel|a)
P (novel|a)

(8)
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This relation between a and b can further be simplified into:

P (novel|b) < P (novel|a) (9)

Based on this, it can be said that a novelty detection system aims at defining
an order relation on all the possible inputs equivalent to the order defined by
the function: P (novel|x). Then, the detector can be described by the largest
P (novel|x) accepted which is the principle of thresholding.

Using Bayes rule and assuming a constant P (novel), a ratio between condi-
tional and unconditional probabilities of the input x is obtained. Such a ratio
is a suitable function for implementing a novelty detector system with optimal
thresholding.

P (novel|x) =
P (x|novel)P (novel)

P (x)
∝ P (x|novel)

P (x)
(10)

Note, however that in the case of dynamic graph structures, an assumption on a
constant P (novel) is quite strong. Although in our first approach, it is assumed
to be constant, the authors acknowledge that structure plays an important role
and should be used as prior information when calculating P (novel).

4.1 Conditional Probability

The conditional probability models the distribution of variables given that the
agent knowledge holds true and can be used to describe the generating classes
of the sensed sample. Under that its natural to model it with a graphical model
that combines the learned variables and categories as well with the relations
between them.

In Dora case, this is equivalent to use the graphical model used by it to de-
scribe its current believes on the variables modelled by the system. That graph
is built, by the conceptual layer, by instancing the information extracted from
other layers together with the conceptual knowledge such as: objects are prop-
erties of rooms, rooms are connected between each other.

Figure 3 illustrates a graph G built from the conceptual layer to represent
the conditional probability on the sensed variables x. A set of hidden variables
is added to represent the conceptual knowledge the system is aware of. In the
presented graph variables Ri were added to model the room categories that
influence the directly sensed features on each physical room, as well connectivity
factors between each room.

The factors connecting the variables are trained by the system by searching
databases of common knowledge to build potentials describing how likely it
is that a specific set of values of certain variable types is likely to occur. For
instance: it is very likely to find a cereal box in a kitchen; and it is unlikely to
find bathroom connected to another bathroom. We propose using such a graph
G built by the conceptual layer for modelling PG(x) as an approximation for
P (x|novel).
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Fig. 3. Illustration of a factor graph modelling a distribution of a set x of sensed
variables.

4.2 Unconditional Probability

With only access to labelled data a common approach is to define a threshold
assuming that P (x) is constant through all the samples.

Its important to notice that in several cases assuming it to be constant leads to
discarding the factor. Nonetheless, here the distributions are dynamically grow-
ing as the system learns more on the environment. So the normalizing argument
P (x) has to be evaluated for each new subset of x.

Assuming that the unconditional distributions generates all possible outcome
with the same probability we can model it with

∏
1/#xi, where #xi denotes

the cardinality of the state space of variable xi. In graphical model terms this
is represented to a factor graph U with the variables but without any factors as
illustrated on Figure 4.

Fig. 4. Without any existing factors, this graph U represents a uniform distribution
over any set of its variables

Having a graphical model G built to model the known data distribution and
a model U for the unconditional probability a novelty threshold would be given
by: PG(x)/PU (x). Here PU (x) can be seen as a normalizing factor to lever all
the PG(x) on any set of variables x into the same measure units (error rate),
such that a static threshold can be implemented. For example the conditional
probability would yield very small values on large sets of variables x than in small
sets due to the spreading over the dimensions of the sample space. A novelty
measure is seen as a ratio on how much introducing the known concepts helps
to understand the observed result.
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4.3 Semi Supervised: Using Unlabelled Data

Nonetheless, its often the case that there is access to extra data that allows to
obtain a better approximation to the unconditional probability than the uniform
one. In specific, all the knowledge of the agent can be considered to hold true
apart from complete knowledge on the categories of a room. In that case a single
big factor can be used to model all the variables directly dependent on the
possibly novel room as illustrated in Figure 5.

Fig. 5. Without being able to model variable R1 all the variables directly dependent
on it become dependent between each other introducing a single big factor

For practical reasons, it is impossible to train such a factor, and simplifications
need to be performed. Here, it was assumed that it can be approximated by
factorizing it in several single factors such that all variables become independent.
Additionally those single factors can easily be trained by using unlabelled data.
Obtaining this way a graphical model I, illustrated in Figure 6, to be used as
approximation for the unconditional probability

Fig. 6. By factorizing the single factor introduced by room 1 not being necessarily
known, several single factors are obtained that can be trained from unlabelled data
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Once again the novelty threshold would be given by PG(x)/PI(x). This time
the addition of the unconditional factors can be understood as an attempt to
compensate for an existing bias on the unconditional distribution. This is an
important step to achieve a correct order-relation of the inputs sample for im-
plementing a novelty threshold.

5 Results

In order to verify the performance of the proposed threshold functions, a syn-
thetic dataset was generated. As the point on this initial work was only to test
the correctness of the presented threshold function and approximation capabil-
ities by using a uniform or an independent model, only information regarding
direct features of a room were modelled and no structured knowledge such as
room connectivity was taken in account.

The synthetic distribution assumes that an independent and variable number
of features x is generated by a given room category. In whole there was 11
different room categories and 9 different measured feature types. The number of
sensed features is dynamic and mimic the type of information extracted when
running on the robot. Due to that it is possible that on a given sample a certain
feature type can be present more than once or not be present at all (e.g.: room
shape is extracted from 2D laser scans in more than one position in the room,
and information about detected objects is only present when the robot previously
tried to detect objects on a given room).

The sensed properties and room categories were chosen to mimic as close
as possible the reality and they are based on a previously built ontology from
web data. There is in total 11 different room categories ranging from: corridor,
hallway, 1 person office, 2 person office, bathroom, conference hall, etc. . . , and
there is 9 different extracted features: room size, room shape, room appearance
and 6 different objects (e.g. book, cereal box, computer).

From the distribution, 100 labelled samples for 5 of the 11 room categories
were drawn to represent the known categories and 1000 unlabelled samples were
drawn from all the room categories for learning the unconditional probability
distribution. Using those samples, factors were learnt for the graphs used to
model the conditional distribution and the independent unconditional distri-
bution. Figure 7 shows the graph structure used for approximate the trained
conditional and unconditional distributions. Its important to notice that graph
G used to model the known classes when given enough labelled data is able to
exactly learn the conditional distribution as it uses the same structure as the
created synthetic distribution.

Using the learned models G, U and I, two thresholds were trained: PG(x)/PU (x)
assuming a uniform unconditional distribution and PG(x)/PI(x) assuming an in-
dependent unconditional distribution. Since the distribution is synthetic there
is access to P (x) and P (x|novel) and a perfect threshold function could also be
created to test how far the presented thresholds are from optimal.
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(a) Graph structure G (b) Graph structure U (c) Graph structure I

Fig. 7. The graph structures used to model the conditional and unconditional proba-
bility for implementing the novelty thresholds PG(x)/PU (x) and PG(x)/PI(x)

5.1 Probability Ratio Comparison

First, the performance of the novelty threshold selection was plotted for a set of
1000 samples taken from the whole distribution (Figure 8). The samples where
uniformly generated by graphs with 5, 10, 15, 20, 35, 50 features. Additionally
the feature types were also uniformly sampled, for that it is possible that in
certain samples some feature types were sensed more than once and other were
not sensed at all. This was chosen to mimic the dynamic properties expected to
see when implemented on a robot.
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Fig. 8. ROC curve comparing novelty detection performance under samples with vari-
able size of sensed properties

The convex shape of the optimal threshold shows that the ratio between condi-
tional and unconditional probability is indeed a suitable detector for implement-
ing a threshold when the samples are taken from dynamic distributions when
P (novel) is constant (e.g. some samples where there is only access to room size
versus samples where there is a lot of information about the room properties).

Its also possible to see how important it is to estimate a correct unconditional
probability in order to obtain a correct novelty measure on the inputs. The as-
sumption of a uniform unconditional probability has led to very poor results.
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That is probably explained by the semantic properties being highly biased to-
wards some values. This shows that bias plays an important role in detecting
whether a given sensed value is a valuable cue about the room category.

5.2 Performance Changes with Amount of Available Information

In order to measure the performance impact as more semantic information be-
comes available, ROC curves were plotted for samples grouped by the number
of sensed semantic features.
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(a) 3 sensed features
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(b) 5 sensed features
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(c) 10 sensed features
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(d) 50 sensed features

Fig. 9. ROC curves plotted showing performance of the presented novelty detection
method for graphs generated for different amount of sensed features

It is possible to see that as the system gains more semantic information, it
becomes easier to detect novelty. The size of the input space increases and allows
the existing classes to become more easily distinguished.

The performance of the independent threshold decreases as the number of
sensed features increases. This is easily explained by the fact that the graph I is
not able to model the existent dependence between the features. This becomes
obvious as the number of features increases (e.g. graph I perfectly models P (x)
in the case where only 1 feature is sensed).

The uniform threshold shows poor performance especially for samples with
small amount of features where it performs almost no better than random. The
performance increases as the size of sensed features increases but nonetheless is
very small when compared to the optimal threshold.
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6 Conclusions and Future Work

In this paper we presented how to define a stable novelty threshold function
on top of probabilistic graphical models instantiated dynamically from sensed se-
mantic data. The presented technique is based on the ratio between a conditional
and unconditional probability and when perfect information exists it performs
an optimal novelty detection under the assumption that P (novel) is constant
across all the graph structures.

It was also shown that a correct estimation of unconditional probability plays
an important role specially on small input spaces. Moreover semi-supervised
techniques, implemented with the access to unlabelled data, can be used to
significantly improve novelty detection performance.

Given the synthetic distribution, an assumption on an uniform distribution
has led to very poor results. The same behaviour is expected to in real world
distributions based on semantic data. For that reason, and due to easy access
to unlabelled data, special attention will be given to using semi-supervised tech-
niques for novelty detection.

After this initial study on how to detect new semantic classes based on graph-
ical models, future work will focus on how to use the structured information
available from the conceptual layer to be able to detect which variable of the
graph is novel and what makes it different from other previously learned classes.
That will lead to generation of useful information that can be used for commu-
nication with the user and performing active learning of new room categories.
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